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Resumo

O presente trabalho analisa a integracdo da inteligéncia artificial (IA) no cotidiano juridico
brasileiro, examinando como o arcabougo normativo do Cbdigo de Processo Civil de 2015
(CPC/2015) e o modelo constitucional de processo absorvem essa tecnologia. A pesguisa destaca
gue, embora a lA ofereca expressiva vantagem operacional e celeridade, ela deve ser compreendida
apenas como um instrumento potencializador, sem mitigar o controle critico e a responsabilidade
humana. Sob a perspectiva doutrinaria, discute-se a aplicacdo dos deveres transversais de boa-fé
objetiva e cooperacdo (arts. 5° e 6° do Codigo de Processo Civil), que impdem aos operadores 0 uso
diligente das ferramentas tecnoldgicas para assegurar um contraditorio efetivo. No campo da
responsabilidade processual, a andlise fundamenta-se em dois precedentes de tribunais estaduais,
observando como as cortes trataram a matéria. As decisdes ressaltam que a caracterizagdo da mé-fé
exige a demonstracdo de conduta dolosa e intencional, e que eventuais sancdes ao advogado devem
observar o devido processo legal em procedimento autdbnomo. Por fim, o artigo aborda o risco da
automacao frente ao dever de fundamentacéo substancial (art. 489, § 1°, do CPC), concluindo que o
Poder Judiciario deve exercer um papel fiscalizador pautado pela razoabilidade, garantindo que a
eficiéncia tecnoldgica ndo sacrifique a personalizacéo e a legitimidade democrética das decisdes
judiciais.

Palavras-Chave: Inteligéncia Artificial. Processo Civil. Boa-fé Objetiva. Fundamentagdo
Substancial. Jurisprudéncia.

Abstract

This paper analyzes the integration of artificial intelligence (Al) into the daily life of the Brazilian
legal system, examining how the normative framework of the 2015 Code of Civil Procedure
(CPC/2015) and the constitutional model of due process absorb this technology. The research
highlights that, although Al offers significant operational advantages and speed, it should be
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understood only as a potentiating instrument, without mitigating critical control and human
responsibility. From a doctrinal perspective, the application of the transversal duties of objective
good faith and cooperation (articles 5 and 6 of the Code of Civil Procedure) is discussed, which
impose on operators the diligent use of technological tools to ensure effective adversarial
proceedings. In the field of procedural responsibility, the analysis is based on two precedents from
state courts, observing how the courts addressed the matter. The decisions emphasize that the
characterization of bad faith requires the demonstration of malicious and intentional conduct, and
that any sanctions against the lawyer must observe due process of law in an autonomous
procedure. Finally, the article addresses the risk of automation in relation to the duty of substantial
judtification (article 489, § 1, of the CPC), concluding that the Judiciary must exercise a
supervisory role guided by reasonableness, ensuring that technological efficiency does not sacrifice
the personalization and democratic legitimacy of judicial decisions.

Keywords: Artificial Intelligence. Civil Procedure. Objective Good Faith. Substantive Justification.

Jurisprudence.

1. Introducéao

A inteligéncia artificial deixou de ocupar um espago meramente prospectivo para afirmar-se como
uma realidade concreta no cotidiano social e profissional. A expressiva eficiéncia com que
determinadas tarefas passam a ser executadas por meio dessas ferramentas revela-se incontestavel,
conferindo significativa vantagem operacional agqueles que dominam sua utilizago no exercicio de
suas atividades.

A celeridade proporcionada pelas tecnologias de inteligéncia artificial na realizacéo de tarefas é
notével, sendo superada apenas pela propria velocidade com que tais sistemas evoluem e se
aprimoram, ampliando continuamente suas capacidades técnicas e seu campo de aplicacéo.

Nesse contexto, ndo tardou para que a inteligéncia artificial alcangasse o ambito do Direito,
redefinindo a forma de atuacdo dos advogados e como ajustica € administrada. Considerando que a
atividade juridica se estrutura, em larga medida, por meio da producdo, interpretacéo e anaise de
textos — precisamente uma das areas de maior desenvolvimento das inteligéncias artificiais —
instaurou-se um debate relevante acerca dos limites, das implicagdes juridicas e éticas do emprego
dessas tecnologias.

O presente trabalho propde iniciar o debate sobre as vantagens decorrentes da utilizacdo da
inteligéncia artificial no campo juridico, bem como sobre os riscos associados e o nivel de cautela
exigido do operador do Direito. A inteligéncia artificial deve ser compreendida como instrumento
potencializador da atividade juridica, sem que isso implique a mitigacdo da atencdo, do controle
critico e da responsabilidade humana.

2. O Modelo Constitucional do Processo e a I ntegracao Tecnol6gica



O processo civil brasileiro contemporéneo € estruturado a partir do chamado modelo
constitucional de processo civil. Segundo o professor Alexandre Camara, a expressdo designa o
conjunto de principios constitucionais que disciplinam o processo civil: “o0 modelo constituciona de
processo € composto também pelos principios da isonomia, do juiz natural, da inafastabilidade da
jurisdicéo, do contraditorio, da motivagaéo das decisdes judiciais e da duragdo razoavel do processo”
(Camara, 2017).

Conforme ele ensina, 0 processo € um método de trabalho destinado a permitir a aplicacéo do
Direito no caso concreto (Camara, 2017). Ao final, o que se busca com 0 processo € a
materializacdo do bem davida, aresolucéo ou reparacéo de um problemareal.

A adocdo de tecnologias de inteligéncia artificial parece ir ao encontro da garantia constitucional
da duracéo razoavel do processo, que assegura a todos o direito a solucdo da causa em tempo
adequado. Conforme observa a doutrina, percebe-se “uma nitida op¢do do ordenamento pela
construcdo de um sistema destinado a permitir a producdo do resultado do processo sem dilages
indevidas’ (Camara, 2017).

A eficiéncia € prevista constitucionalmente como principio inerente a Administragdo Publica.
Enquanto principio fundamental € prevista expressamente no artigo 8° do Codigo de Processo Civil,
e era associada no principio da economia processual. “Pode-se compreender a economia processual
como a exigéncia de que o processo produza 0 maximo de resultado com o minimo de esforgo”
(Cémara, 2017).

Leonardo Greco ensina que a eficiéncia € um critério de mensuracdo da qualidade da justica, que
procura adequar 0s instrumentos processuais aos seus fins (Greco 2015). Parece inequivoco que a
introducdo de uma ferramentas destinada a otimizar o trabalho processual, ampliando sua agilidade
e eficiéncia, ndo deve ser objeto de reprovacdo aprioristica.

3. Deveres Processuais e a Etica da Boa-Fé Objetiva

O Caodigo de Processo Civil de 2015 estabelece o principio da boa-fé objetiva, por forca do qual o
sujeito do processo deve comportar-se da maneira como geralmente se espera, vedando-se
comportamentos contraditérios (nemo venire contra factum proprium) e respeitando a seguranca
resultante de comportamentos duradouros (Supressio e surrectio), entre outros corolarios (Camara,
2017).

No contexto do uso de ferramentas de IA, recaem sobre os operadores 0os mesmos deveres
especificos enumerados no art. 77 do Codigo de Processso Civil.



Constituem deveres das partes e de seus procuradores, por exemplo, expor os fatos em juizo
conforme a verdade e ndo formular pretensdo ou apresentar defesa quando cientes de que séo
destituidas de fundamento.

Por sua vez, incumbe ao juiz, enquanto condutor do processo, zelar pelo efetivo contraditério,
assegurar as partes tratamento isonémico e prevenir ou reprimir qualquer ato atentatorio a dignidade
dajustica (Camara, 2017). Além disso, o dever de cooperacdo impde que todos 0s sujeitos operem
juntos na construcdo do resultado do processo para que se obtenha uma decisdo de mérito justa e
efetiva, dever considerado associado a boa-fé e a efetivacdo da solidariedade social (Greco, 1015).

Neste contexto, torna-se imperioso o cuidado com a narragdo de fato ndo verdadeiro e amencéo a
julgado inexistente. A inteligéncia artificial ndo é mera ferramenta de automagdo, mas uma
tecnologia transformadora do proprio sistema tradicional de trabalho dos advogados e magistrados
(Aguiar, 2025). A parte € responsavel pelo que envia para 0s autos, uma vez que influi no
comportamento da parte contraria e do juiz. Como prega a doutrina, “a probidade e a honestidade
s80 exigidas das partes durante o curso do processo em relacdo ao juiz e ao seu adversario” (Greco,
2015).

4. A Fundamentacéo das Decisdes e 0 Risco do Solipsismo Tecnologico

O principio da fundamentac&o exige que o juiz indique os motivos que justificam, juridicamente,
a sua conclusdo. Fundamentar € justificar (Camara, 2017). O Cadigo de Processo Civil proibe o que
a doutrina chama de simulacro de fundamentacio ou fundamentac3o ficticia. E o que se da nos
casos arrolados no 8§ 1o do art. 489 do Cddigo, em que se enumera uma serie de casos de falsa
fundamentacéo, as quais sdo expressamente equiparadas as decisdes ndo fundamentadas (Camara,
2017).

Se para as partes, 0 uso da inteligéncia artificial pode trazer o risco de incorrer em violagéo de
dever processual, a utilizagéo, sem cuidado ou revisdo, da tecnologia para a elaboracéo de decisdes
judiciais pode importar no risco que Alexandre Camara chama solipsismo do juiz. Esse modo de
decidir em que o juiz produz uma decisdo gque ndo é fruto resultado do debate efetivado nos autos
ndo € compativel com o modelo constitucional do processo (Camara, 2017).

As inteligéncias artificiais podem decidir de acordo com o comando que Ihes for dado. Mas para
garantir que a decisdo sgja legitima é preciso que hagja o chamado contraditério participativo, que
impde ao juiz o dever de fundamentacdo consistente em todas as suas decisdes (Greco, 2015). A
fundamentacéo deve dar resposta a todas as questfes rel evantes suscitadas com argumentos precisos
e racionamente desenvolvidos, ndo bastando que o juiz simplesmente desenvolva uma linha de
argumentacdo que hipoteticamente possa sustentar as suas conclusdes (Greco, 2015).



5. Responsabilidade Processual e 0 Uso de | A na Jurisprudéncia

Ao improbus litigator, o litigante de ma-f&, algumas sangdes podem ser impostas (Camara, 2017).
A andlise, contudo, demanda cautela.

Conforme decidido pelo Tribunal de Justica de Alagoas, 0 uso de inteligéncia artificial e outras
ferramentas tecnol 0gi cas pela advocacia ndo pode ser presumido como ma-fe.

No julgamento do Agravo de Instrumento n°® 0805909-85.2025.8.02.0000, o Tribunal reformou
decis&o que aplicava multa ao advogado por erro material (citagdo equivocada do dispositivo legal)
derivado do uso de inteligéncia artificial.

A tese fixada estabelece que a imposicdo de multa por litigancia de ma-fé ao advogado exige
demonstracéo inequivoca de conduta dolosa e intencional, ndo se admitindo san¢éo fundada em
erro material ou negligéncia corrigida de imediato. O acérddo ressalta que a aplicacdo automética
de sangdes patrimoniais elevadas configura risco a continuidade do exercicio profissiona e ao
acesso ajustica.

A inteligéncia artificial nadamais é do que um instrumento de trabal ho.

No julgamento da Apelacdo Civel n° 1009223-69.2024.8.26.0405, o Tribunal de Justica de Séo
Paulo analisou preliminar de nulidade do acdrddo suscitada pela parte apelante, sob 0 argumento de
gue a decisdo recorrida teria sido elaborada com o auxilio de inteligéncia artificial, em afronta ao
art. 5°, LI1I1, da Constituicdo Federal e ao principio do juiz natural. A preliminar foi conhecida pelo
relator, mas rejeitada.

O julgador reconheceu que a utilizacdo da inteligéncia artificial como ferramenta de apoio as
atividades judiciarias € amplamente aceita no ambito do Poder Judiciédrio, sendo possivel
identificar, desde a0 menos 2020, iniciativas e normativas de diversos tribunais brasileiros voltadas
aincorporacdo dessas tecnologias.

Destacou, ainda, que a elaboracdo da minuta da decisdo pode ser validamente realizada por
servidor ou por meio de ferramentas tecnoldgicas, desde que observadas as diretrizes do
magistrado. Ressaltou, por fim, que o cardter oficial da sentenca decorre da chancela do juiz
competente, e ndo do meio técnico empregado em sua redacdo, inexistindo, assim, violagdo ao
principio do juiz natural.

O ponto em comum entre os julgados sd0 o0 reconhecimento da inteligéncia artificial como
ferramenta ja consagrada no meio juridico e que seu uso de forma responsavel ndo deve ser coibido.

6. Conclusao



A inteligéncia artificial representa um avanco inegavel na eficiéncia e precisdo da prética juridica,
desde a andlise de documentos até a previsdo de resultados judiciais. Uma das aplicacGes mais
difundidas € a andlise e revisdo de documentos juridicos (Aguiar, 2025). Contudo, sua aplicagdo
deve estar subordinada aos limites do Estado Democrético de Direito.

A incorporagdo da inteligéncia artificial ao exercicio da atividade juridica constitui um fenémeno
irreversivel, cuja avaliacdo deve ser orientada pela racionalidade institucional e ndo por receios
abstratos. A tecnologia, enquanto instrumento, ndo altera a esséncia da jurisdicdo nem substitui o
papel decisorio do magistrado, mas potencializa a eficiéncia e a organizagdo do trabalho juridico,
desde que utilizada de forma responsavel e supervisionada.

Eventuais falhas técnicas decorrentes do uso de novas tecnologias devem ser enfrentadas com
prudéncia e discernimento, distinguindo-se o erro escusavel, inerente a inovacdo, da méafeé
deliberada ou do uso irresponsavel das ferramentas disponiveis. A responsabilizacéo automatica ou
desproporcional pelo simples emprego da tecnologia comprometeria ndo apenas a evolugdo
institucional, mas também a prépria racionalidade do sistema de justica.

Em dltima andlise, a justica permanece sendo uma construcdo essencialmente humana e
cooperativa, na qual a tecnologia atua como meio e ndo como fim. A utilizacdo da inteligéncia
artificial no Direito exige compromisso €ético, transparéncia e respeito as garantias constitucionais,
cabendo aos operadores e ao Poder Judici&rio assegurar que a inovagao tecnoldgica se harmonize
com os valores fundamentais do direito processual e do Estado Democraético.
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